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1. Executive Summary
This document outlines the strategy for enhancing LLM performance on healthcare payer code conversion through domain-specific fine-tuning, prompt optimization, and terminology embeddings. The goal is to improve conversion accuracy for healthcare-specific patterns and vocabulary.
1.1 Why Domain Fine-Tuning
1. Healthcare payer code uses specialized terminology (Claims, Eligibility, LOB)
1. Standard LLMs may misinterpret domain-specific patterns
1. Improved accuracy reduces rework and review time
1. Consistent handling of industry-standard formats (EDI, HIPAA)


2. Fine-Tuning Approaches
2.1 Approach Comparison
	Approach
	Effort
	Effectiveness
	Maintenance

	Prompt Engineering
	Low
	Medium
	Low

	Few-Shot Examples
	Low-Medium
	Medium-High
	Medium

	RAG with Domain Docs
	Medium
	High
	Medium

	Full Fine-Tuning
	High
	Highest
	High

	LoRA/QLoRA
	Medium
	High
	Medium



2.2 Recommended Strategy
For the JHP engagement, we recommend a layered approach:
1. Layer 1: Enhanced prompt engineering with domain glossary (immediate)
1. Layer 2: Few-shot example library organized by pattern type (Week 1-2)
1. Layer 3: RAG integration for domain documentation (Week 2-4)
1. Layer 4: Evaluate fine-tuning ROI after initial conversion wave (Month 2)


3. Healthcare Payer Glossary
3.1 Core Terminology
	Term
	Definition

	Member
	Individual enrolled in a health insurance plan; also called subscriber or enrollee

	Provider
	Healthcare professional, facility, or organization that delivers medical services

	Claim
	Request for payment submitted by provider for services rendered to a member

	Eligibility
	Member's coverage status including effective dates, benefits, and plan details

	LOB
	Line of Business - product category (Medicaid, Medicare, Commercial, CHIP)

	Authorization
	Pre-approval required before certain services; also called prior auth or PA

	Adjudication
	Process of evaluating a claim to determine payment amount

	COB
	Coordination of Benefits - determining which plan pays primary when member has multiple coverages

	EDI
	Electronic Data Interchange - standardized formats for healthcare transactions (837, 835, 270, 271)

	NPI
	National Provider Identifier - unique 10-digit ID for healthcare providers





3.2 Common Abbreviations
	Abbrev
	Full Term
	Context

	CPT
	Current Procedural Terminology
	Procedure codes for medical services

	ICD-10
	International Classification of Diseases
	Diagnosis codes

	HCPCS
	Healthcare Common Procedure Coding
	Supplies, DME, drugs

	DRG
	Diagnosis Related Group
	Inpatient payment groupings

	APR-DRG
	All Patient Refined DRG
	Severity-adjusted DRGs

	MCO
	Managed Care Organization
	Insurance company type

	PBM
	Pharmacy Benefit Manager
	Manages prescription benefits

	HEDIS
	Healthcare Effectiveness Data
	Quality measures

	MLR
	Medical Loss Ratio
	Claims cost / premiums ratio

	RAF
	Risk Adjustment Factor
	Member risk score for payments





4. Prompt Enhancement
4.1 Domain Context Injection
Include this domain context block in all healthcare payer conversions:
HEALTHCARE PAYER DOMAIN CONTEXT:

You are converting code for a healthcare payer (health insurance company).
Apply this domain knowledge:

ENTITY RELATIONSHIPS:
- Members enroll in Plans which are part of Lines of Business (LOB)
- Providers contract with the payer to serve Members
- Claims are submitted by Providers for services to Members
- Eligibility determines if a Member is covered on a given date
- Authorizations pre-approve services before they occur

COMMON PATTERNS:
- Eligibility spans: member_id + effective_date + term_date
- Claims: claim_id + member_id + provider_id + service_date + amounts
- Provider networks: provider_id + network_id + effective_date

DATA CONVENTIONS:
- Dates often stored as integers (YYYYMMDD) or SAS date values
- Amounts: billed_amt, allowed_amt, paid_amt, copay, coinsurance
- Status codes: specific to claim type (e.g., PEND, PAID, DENY, VOID)



4.2 Pattern-Specific Prompts
4.2.1 Claims Processing Pattern
This code processes healthcare claims. Key concepts:
- claim_id: Unique identifier for each claim
- claim_line: Individual service within a claim
- adjudication: Process of determining payment
- allowed_amt: Maximum amount the plan will pay
- paid_amt: Actual payment after member cost-sharing
- member_resp: Copay + coinsurance + deductible

4.2.2 Eligibility Processing Pattern
This code processes member eligibility. Key concepts:
- eligibility_span: Period of coverage (eff_date to term_date)
- plan_code: Identifies the benefit plan
- lob_code: Line of business (MCD=Medicaid, MCR=Medicare, COM=Commercial)
- pcp_id: Primary care provider assignment
- retro_term: Termination backdated to a prior date



5. Few-Shot Example Library
5.1 Example Organization
Few-shot examples are organized by pattern type and complexity:
examples/
├── sas_to_pyspark/
│   ├── claims/
│   │   ├── simple_claim_filter.json
│   │   ├── claim_aggregation.json
│   │   └── claim_adjustment_logic.json
│   ├── eligibility/
│   │   ├── eligibility_span_calc.json
│   │   ├── member_months.json
│   │   └── cob_determination.json
│   └── provider/
│       ├── network_assignment.json
│       └── attribution_logic.json
├── informatica_to_fabric/
│   └── ...
└── ssis_to_fabric/
    └── ...

5.2 Example Format
{
  "pattern_id": "SAS_CLAIMS_001",
  "pattern_name": "Simple Claims Filter",
  "complexity": "Simple",
  "domain": "Claims",
  "source_platform": "SAS",
  "target_platform": "PySpark",
  "source_code": "DATA paid_claims; SET claims; WHERE status=PAID; RUN;",
  "target_code": "paid_claims_df = claims_df.filter(col(status) == PAID)",
  "mapping_notes": ["WHERE clause maps to filter()"],
  "tags": ["filter", "claims", "simple"]
}


6. RAG Integration
6.1 Document Sources
Domain documents to index for retrieval-augmented generation:
1. Healthcare payer data dictionaries
1. EDI transaction guides (837, 835, 270, 271)
1. CMS reporting specifications
1. State Medicaid program manuals
1. Internal coding standards and patterns
1. Previous approved conversion examples
6.2 Retrieval Strategy
For each conversion request:

1. Extract key terms from source code
   - Table/dataset names
   - Column names suggesting domain (member_id, claim_amt)
   - Business logic patterns

2. Query vector store for relevant context
   - Similar code patterns
   - Related domain documentation
   - Previous successful conversions

3. Inject top-k results into prompt
   - Max 3 similar examples
   - Max 2 documentation excerpts
   - Total context budget: ~3000 tokens



7. Fine-Tuning Evaluation
7.1 When to Consider Full Fine-Tuning
Evaluate full fine-tuning if after Month 1:
1. First-pass accuracy < 80% despite prompt optimization
1. Consistent errors on domain-specific patterns
1. Rework rate > 20%
1. Significant volume (500+ similar conversions remaining)
7.2 Fine-Tuning Data Requirements
	Requirement
	Minimum
	Recommended

	Training examples
	100
	500+

	Validation examples
	20
	100+

	Pattern coverage
	Major patterns
	All patterns

	Complexity distribution
	Simple + Medium
	All tiers

	Quality verification
	Spot check
	Full review



7.3 LoRA Fine-Tuning Approach
If fine-tuning is warranted, use LoRA for efficiency:
1. Rank: 16-64 (start with 32)
1. Alpha: 32-64 (typically 2x rank)
1. Target modules: q_proj, v_proj (attention layers)
1. Learning rate: 1e-4 to 3e-4
1. Epochs: 3-5 with early stopping
1. Validation frequency: Every 100 steps
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