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1. Sizing Principles
Proper cluster sizing balances parallelism, memory efficiency, and cost. The key is matching executor configuration to workload characteristics.
1.1 Key Parameters
	Parameter
	Description

	spark.executor.instances
	Number of executors (if not using dynamic allocation)

	spark.executor.cores
	CPU cores per executor (parallelism within executor)

	spark.executor.memory
	Heap memory per executor

	spark.driver.memory
	Heap memory for driver

	spark.driver.cores
	CPU cores for driver



1.2 The Golden Ratios
Recommended starting points:

Cores per Executor:  4-5 cores
Memory per Core:     4-8 GB
Executor Memory:     16-40 GB

Example: 5 cores × 5 GB = 25 GB per executor
Leave 1 core and ~1GB per node for OS/YARN overhead
💡 Too many cores per executor can cause excessive GC and HDFS throughput issues. Too few cores wastes JVM overhead.


2. Executor Sizing
2.1 Fat vs Thin Executors
	Approach
	Pros
	Cons

	Fat (fewer, larger)
	Better for large shuffles, caching
	Long GC pauses, less parallelism

	Thin (more, smaller)
	Better parallelism, faster GC
	More JVM overhead, shuffle overhead



2.2 Sizing Calculation Example
Cluster: 10 nodes × 64 GB RAM × 16 cores each

Step 1: Reserve for OS/YARN
  Available per node: 63 GB RAM, 15 cores

Step 2: Choose cores per executor = 5
  Executors per node = 15 ÷ 5 = 3

Step 3: Calculate memory per executor
  Memory per executor = 63 GB ÷ 3 = 21 GB
  After overhead (10%): ~19 GB heap

Step 4: Total executors
  Total = 10 nodes × 3 = 30 executors
2.3 Configuration
--num-executors 30
--executor-cores 5
--executor-memory 19g
--driver-memory 4g


3. Workload-Based Sizing
3.1 Sizing by Workload Type
	Workload
	Cores/Exec
	Memory/Exec
	Notes

	ETL/Batch
	4-5
	16-24 GB
	Balanced for I/O and compute

	SQL Analytics
	4-5
	24-32 GB
	More memory for joins/aggs

	ML Training
	4-8
	32-64 GB
	High memory for models

	Streaming
	2-4
	8-16 GB
	Smaller, stable executors



3.2 Data Volume Guidelines
Rule of thumb for partition sizing:

Target partition size: 128 MB - 256 MB
Max partition size: 1 GB (avoid larger)

Partitions = Data Size ÷ Target Partition Size

Example: 100 GB data ÷ 200 MB = 500 partitions
Ensure partitions ≈ 2-4× total cores for parallelism


4. Dynamic Allocation
4.1 Configuration
# Enable dynamic allocation
spark.dynamicAllocation.enabled = true
spark.dynamicAllocation.minExecutors = 2
spark.dynamicAllocation.maxExecutors = 100
spark.dynamicAllocation.initialExecutors = 10

# Timing parameters
spark.dynamicAllocation.executorIdleTimeout = 60s
spark.dynamicAllocation.schedulerBacklogTimeout = 1s

# Required for YARN
spark.shuffle.service.enabled = true
4.2 When to Use
1. Variable workloads with unpredictable data sizes
1. Shared clusters with multiple users
1. Cost optimization in cloud environments
1. Long-running applications with varying demand
4.3 When to Avoid
1. Consistent, predictable workloads
1. Streaming jobs (use static allocation)
1. When executor startup time is critical


5. Driver Sizing
5.1 Driver Memory Considerations
1. Collects action results (count, collect, take)
1. Holds broadcast variables before distribution
1. Stores query plans and metadata
1. Coordinates task scheduling
5.2 Driver Sizing Guidelines
	Scenario
	Driver Memory
	Driver Cores

	Simple ETL, no collect
	2-4 GB
	1-2

	Moderate broadcasts
	4-8 GB
	2-4

	Large broadcasts, ML
	8-16 GB
	4-8

	Collect large results
	16-32 GB
	4-8



💡 Avoid collect() on large datasets. If needed, increase driver memory and consider writing to storage instead.


6. Quick Reference
6.1 Sizing Checklist
1. ☐ Reserve 1 core and 1 GB per node for OS
1. ☐ Use 4-5 cores per executor
1. ☐ Allocate 4-8 GB memory per core
1. ☐ Keep executor memory ≤ 40 GB (GC issues)
1. ☐ Set partitions to 2-4× total cores
1. ☐ Enable dynamic allocation for variable workloads
1. ☐ Size driver based on collect/broadcast needs
6.2 Quick Formulas
Executors per Node = (Node Cores - 1) ÷ Cores per Executor
Memory per Executor = (Node Memory - 1 GB) ÷ Executors per Node
Total Parallelism = Total Executors × Cores per Executor
Recommended Partitions = 2 × Total Parallelism
6.3 Common Configurations
	Use Case
	Executors
	Cores
	Memory
	Driver

	Small ETL (<50 GB)
	4-8
	4
	16g
	4g

	Medium ETL (50-500 GB)
	10-30
	5
	20g
	4g

	Large ETL (>500 GB)
	30-100
	5
	24g
	8g

	ML Training
	10-50
	4
	32g
	16g
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